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ABSTRACT

Propensity score methods focus on balancing confounders between groups to estimate an adjusted treatment or exposure effect. However, there is a lack of attention in actually measuring and reporting balance and also in using balance for model selection. We propose to use the overlapping coefficient in propensity score methods. First to report achieved balance on covariates and second to use it as an aid in selecting a propensity score model.

We demonstrated how the overlapping coefficient can be estimated in practical settings and performed simulation studies to estimate the association between the weighted average overlapping coefficient and the amount of bias. For various incidence rates and strengths of treatment effect we found an inverse relationship between the overlapping coefficient and bias, strongly increasing with sample size. For samples of 400 observations Pearson’s correlation was only $-0.10$, while for 6,000 observations $-0.83$ was found. Mainly for large samples the overlapping coefficient can be used as a model selection tool because its value is predictive for the amount of bias. For smaller data sets other methods can better be used to help selecting propensity score models, although an absolute quantification of balance will not be given by these methods.
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5.1 The overlapping coefficient in propensity score methods

Introduction

A commonly used statistical method to assess treatment effects in observational studies, is the method of propensity scores (PS). PS methods focus on creating balance on covariates between treatment groups by first creating a PS model to estimate the conditional probability to be treated given the covariates (the propensity score). In the second step an adjusted treatment effect is estimated, using the propensity score as matching variable, as stratification variable, as continuous covariate or inverse probability weight. Traditionally, in the literature on PS methods there has been more attention for the second step (how to use the PS) than for the first (creating balance with the PS model). This is confirmed in recent literature reviews, where a lack of attention to building the PS model has been noticed. Building such a PS model involves the (theoretical) selection of potential confounders and possibly transformations of these variables, higher-order terms or interactions with other covariates to include in the model. Because the objective of the PS model is to balance treatment groups on covariates and not to find the best estimates of coefficients, a check on balance on important prognostic covariates is important. Unlike prediction models the selection of variables for a PS model (in which treatment is the dependent variable) is more complex: both the relationship with treatment and outcome has to be taken into account. In a recent study on variable selection it was confirmed that the PS model should contain variables related to both treatment and outcome and that it is better not to include variables that are only related to treatment because this will increase the standard error of the estimate. Any stepwise regression method to build the PS model only selects on significance of the relationship with treatment, but does not use information on the strength of the relationship with the outcome. A strong relationship between treatment and covariates is not necessary for having a good PS model or good balance. Such an example would be a PS model in a randomized trial: there will be a weak association between treatment and covariates, but still good balance exists.

In applications of PS modeling the balance on covariates that has been reached has not been reported frequently or systematically. When information on balance is given, this is mostly done by performing significance tests within strata of the PS to assure that the mean (or proportion) on covariates do not differ significantly between treatment groups. An early method proposed by Rosenbaum & Rubin to check the balance per covariate using the $F$-statistic from analysis of variance (ANOVA) is not often used. More frequently the $c$-statistic (area under the receiver operating curve) is reported, but does not give the information needed: also a low value of the $c$-statistic can indicate good balance on important covariates (for instance in a randomized trial).

In this paper we propose to use a measure for balance in PS methods, known in the literature as the overlapping coefficient (OVL) or proportion of similar responses. This measure directly quantifies the overlap between a covariate distribution of the treated and the untreated. Its value gives information on the amount of balance that has been reached in a certain PS
model. In the next section we give the definition of the non-parametric OVL. In the third section we show how this measure can be used in PS methods to check and report the amount of balance. In the fourth section we perform a simulation study in which the OVL has been used as a model selection tool and compare it with other approaches.

**NON-PARAMETRIC OVERLAPPING COEFFICIENT**

The concept of overlap of probability distributions fits the objectives of PS analysis. Without assuming any prediction model, one seeks to create balance on covariates. To understand the meaning of balance in this context, one can look at randomized studies. The randomization process guarantees that the whole distribution of all covariates is ‘on average’ similar between treatment groups. Any departure from similarity of distributions between treatment groups should be measured. In general, a statistical test on differences of group means is only a limited way of collecting information on the similarity of whole distributions. The question whether covariate distributions between treatment groups are similar (see Figure 5.1), can bet-

Figure 5.1: Illustration of the concept of overlap for the covariate cholesterol level in two random samples, one from a Gamma distribution (treated group, \( n = 50, \mu = 6 \) and \( \lambda = 1 \)) and one from a normal distribution (untreated group, \( n = 50, \mu = 7 \) and \( \sigma = 1.5 \)), using kernel density estimation.
ter be answered by a measure for balance, the overlapping coefficient: it measures the amount of overlap in two distributions in a direct way and has a clear interpretation. The OVL is an estimate of that part of the distribution that overlaps with the other distribution.

In our situation the interest is in an estimate of the overlap between the covariable distributions of treated and untreated individuals. To estimate this overlap we first need to estimate the density of both distributions. It is not reasonable to assume any known theoretical distribution of covariates within subclasses of the propensity score. Therefore, we will estimate the densities in a non-parametrical way by using kernel density estimation. This can be seen as an alternative for making a histogram of the data with \( n \) observations. A kernel density is the sum of \( n \) density functions \( K \), located at each observation with a chosen bandwidth \( h \). With larger bandwidths the density function will be more smooth. There are different methods to find an optimal bandwidth. In Figure 5.2 kernel density estimation is illustrated for a small sample of 7 observations, using the normal density function for the kernel and a bandwidth determined by the normal reference rule method.

Figure 5.2: Illustration of kernel density estimation in a sample of 7 cholesterol levels (3, 5, 5.5, 6, 6.5, 8 and 9) using the normal density kernel and the normal reference rule bandwidth

When for both treatment groups the density functions \( \hat{f}(x|t = 0) \) and \( \hat{f}(x|t = 1) \) are estimated, the OVL is the proportion of the density that overlaps with the other. Numerically we calculated
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this proportion with Simpson’s rule using a 101 grid. In Appendices B and C the S-Plus and SAS codes are given to implement the estimation of the OVL in practical settings.

\[
\hat{OVL} = \int_{-\infty}^{\infty} \min\{ \hat{f}(x|t = 0), \hat{f}(x|t = 1) \} \, dx
\] (5.1)

The influence on the OVL estimate of choosing other functions for the kernel, like Epanechnikov’s kernel or fourth-order kernel, other bandwidth methods or other grids is quite small. It should be noted that in case of perfect overlap of both treatment groups in the population, the expectation of the OVL in a sample will be less than its maximum of 1. The variance of the OVL estimator can best be approximated by bootstrap methods, because even the derived formulas for normal distributions are in general too optimistic.

OVERLAPPING COEFFICIENT TO CHECK AND REPORT BALANCE

In a PS analysis it is common practice to divide the sample in five groups based on the quintiles of the propensity score (strata). The OVL can be used to quantify the balance within strata on each of the prognostic factors, which gives a distribution of estimated OVLs. This information can be summarized in a cross table or in a graph like Figure 5.3.

Figure 5.3: Visualization of estimated overlapping coefficients for 5 normally distributed covariates within 5 strata of the propensity score, in a simulated data set of \( n = 400 \)
The information as presented in this figure (where dark cells indicate low OVLs) can be used in several ways. First, one will be alerted on covariates or strata in which the balance is comparatively low, which could be improved for instance by including higher-order terms or interactions with other covariates. Second, the average OVL per covariate could be compared with the crude balance that exists on that covariate in the data set to see what improvement in balance has been reached by using PS stratification. Third, the information can give an answer to the important question whether the overall balance is acceptable in order to continue the analysis and estimate an adjusted treatment effect using the specified PS model. One way to do this, is to compare the whole distribution of estimated OVLs with a reference distribution of OVLs. A quite natural reference is the distribution of OVLs under the null hypothesis of similar covariate distributions between treatment groups, which is in fact the expected balance in a randomized trial. In Table 5.2 in Appendix A only the first decile of this distribution is given as a reference for various distributions and sample sizes. Fortunately, the OVL distribution is only slightly dependent on the shape of the covariate distribution. As an example we can use the data underlying Figure 5.3. The first decile estimated on these data equals 0.83 with an average number of observations of 40 per group and stratum. When this value is compared to the closest relevant figure in Table 5.2 (0.82, n = 50, normal distributions), it can be concluded that the balance after propensity score modeling is approximately comparable with the balance that would have been found if groups were in fact similar. Although one should strive for even better balance when possible, it gives at least an indication whether any acceptable balance has been reached.

A fourth way to use the balance information is to calculate a summary measure for the distribution of estimated OVLs on a wide range of possible PS models for helping to select a good PS model, a model with high overlap. To use this overall measure of balance for model selection there should exist a strong association with bias. In the next paragraph we give the results of a simulation study in which we investigated the strength of the relationship between a summary measure of balance and bias in estimating a treatment effect.

OVERLAPPING COEFFICIENT TO SELECT A PS MODEL

For a variety of PS models a distribution of estimated OVLs can be estimated which gives information on the amount of balance for that particular model. By relating a summary measure of this distribution to the amount of bias, we assessed the ability of the OVL to serve as a model selection tool in PS analysis. We also explored three other methods that could be used for model selection in PS analysis, but which are hardly used in practical settings. First, we used the p-values from t-tests, performed on all covariates within strata of the PS to detect a difference between treated and untreated individuals. Second, we used the method described in Rosenbaum & Rubin, who regressed each of the covariates on treatment alone and on both treatment and PS, in order to compare both models with the F-statistic from ANOVAs. Third,
we calculated the c-statistic for any PS model. Although its absolute value among different data sets is not indicative for the amount of balance, its relative value within data sets could be used to choose among various PS models.

**METHODS**

We simulated a population of 100,000 individuals, a dichotomous outcome $y$, a dichotomous treatment $t$ and 10 normally distributed covariates of which five were prognostic for the outcome ($x_1 - x_5$) and five were not ($x_6 - x_{10}$). First we simulated the distribution of the outcome ($\pi_y = 0.30$) and treatment ($\pi_t = 0.50$) and their relationship by means of the odds ratio ($OR_{ty} = 2.0$), making sure that all covariates were perfectly unrelated to treatment and moderately related to outcome ($x_1 - x_5$, $OR_{xy} = 1.3$) or not related to outcome ($x_6 - x_{10}$, $OR_{xy} = 1.0$). This enabled us to know the true marginal treatment effect without assuming any true outcome model (in the population no confounding). When sampling from this population, sample-specific confounding will appear which is in general small. To create stronger confounding in samples, which is common in observational studies, we gave to individuals different sampling probabilities that are related to treatment and to covariates $x_1, x_2, x_4, x_6$ and $x_7$. This resulted in unadjusted treatment effects $OR_{unadj}$ between 1.5 and 4.1 with a mean of 2.55. An adjusted treatment effect was estimated with PS stratification, dividing the propensity score into five strata. When averaged over simulations, bias was defined as the percentage difference between the average adjusted treatment effect and the true treatment effect by means of the odds ratio.

To summarize the distribution of OVLs, and similarly the distributions of $p$-values from $t$-tests and ANOVAs, we used the first decile (10%), the first quintile (20%) and the median of these distributions. Thereby, we calculated for the OVL distribution an unweighted and a weighted average. The weighted average takes into account the estimated association between covariate $i$ and outcome $y$ ($\hat{OR}_{x_i,y}$) and is defined as:

$$\hat{OV}_L_{w_i} = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} w_i \hat{OV}_L_{ij}$$

where $I$ is the number of covariates, $J$ the number of strata, $\hat{OV}_L_{ij}$ the estimated OVL for covariate $i$ in stratum $j$ and

$$w_i = 1 + \hat{OR}_{x_i,y} - \frac{1}{I} \sum_{k=1}^{I} \hat{OR}_{x_k,y}$$

The weighted average OVL quantifies the idea that it is more important for strong prognostic factors to be balanced than for covariates that are weakly or not related with outcome.
To evaluate the relationship between bias and measure for balance we created 20 different PS models within each simulated data set, ranging from only three covariates to all 10 covariates with interactions. The simulations were done with various sample sizes ($n = 400, 800, 1,200, 1,600, 2,000, 4,000, 6,000$). Because results between simulations were fairly similar, a comparatively small number of 100 simulations per sample size was sufficient for a reliable estimate of the correlation.

For the final conclusion on the strength of the association between the measure for balance and bias, we used Pearson’s correlation coefficients within simulations and sample sizes. We also performed an overall analysis on the results, i.e. a linear mixed-effects model (S-Plus function `lme`) with bias as the dependent variable, measure for balance as the fixed effect and simulation number as the random effect (random intercept only). As measure for model improvement we used Akaike’s Information Criterion (AIC).

**RESULTS**

There exists an inverse relationship between the summary measures for the OVL distribution and the percentage of bias when estimating a treatment effect: the higher the measure for balance, the smaller the difference between estimated and true effect. The strength of this relationship is dependent on the chosen summary measure and on sample size. For example, for $n = 400$ Pearson’s correlation was $R = -0.11$, while for $n = 6,000$ a correlation of $R = -0.83$ was found (see Table 5.1). The unweighted average and the percentile measures for the OVL showed somewhat smaller correlations (only first quintile shown in Table 5.1 column 2) than the weighted average OVL.

<table>
<thead>
<tr>
<th>$n$ (sample size)</th>
<th>OVL weighted average</th>
<th>OVL $p_{20}$</th>
<th>$t$-tests $p_{20}$</th>
<th>ANOVAs $p_{20}$</th>
<th>$c$-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>-0.11 (0.24)</td>
<td>-0.06 (0.22)</td>
<td>-0.28 (0.25)</td>
<td>-0.28 (0.31)</td>
<td>-0.26 (0.29)</td>
</tr>
<tr>
<td>800</td>
<td>-0.30 (0.29)</td>
<td>-0.17 (0.31)</td>
<td>-0.34 (0.28)</td>
<td>-0.27 (0.28)</td>
<td>-0.35 (0.25)</td>
</tr>
<tr>
<td>1,200</td>
<td>-0.38 (0.28)</td>
<td>-0.28 (0.28)</td>
<td>-0.42 (0.26)</td>
<td>-0.28 (0.33)</td>
<td>-0.39 (0.20)</td>
</tr>
<tr>
<td>1,600</td>
<td>-0.56 (0.23)</td>
<td>-0.42 (0.25)</td>
<td>-0.55 (0.23)</td>
<td>-0.40 (0.27)</td>
<td>-0.42 (0.25)</td>
</tr>
<tr>
<td>2,000</td>
<td>-0.59 (0.20)</td>
<td>-0.44 (0.24)</td>
<td>-0.59 (0.16)</td>
<td>-0.43 (0.24)</td>
<td>-0.34 (0.20)</td>
</tr>
<tr>
<td>4,000</td>
<td>-0.81 (0.09)</td>
<td>-0.68 (0.14)</td>
<td>-0.59 (0.18)</td>
<td>-0.32 (0.22)</td>
<td>-0.37 (0.22)</td>
</tr>
<tr>
<td>6,000</td>
<td>-0.83 (0.09)</td>
<td>-0.70 (0.15)</td>
<td>-0.58 (0.17)</td>
<td>-0.42 (0.22)</td>
<td>-0.44 (0.18)</td>
</tr>
</tbody>
</table>

In general, it can be concluded that other measures show higher correlations for sample sizes below 800 and lower correlations for sample sizes exceeding 1,600. The correlations for the summary measure of the $p$-value distribution from ANOVAs range from $-0.27$ to $-0.43$ (first quintile shown in column 4), whereas the summary measures based on the distribution of $p$-values from $t$-tests are somewhat higher, ranging from $-0.28$ to $-0.59$ (first quintile shown
in column 3). For sample sizes of 400 observations this measure is more predictive for bias than the OVL measure, while for samples between 800 and 1,600 the differences between methods are small. We also performed linear mixed-effects models on the simulation results and found a similar pattern when the AICs were compared (results not shown).

As an illustration for these results, the relationship between bias and measure for balance is captured in Figure 5.4 for a random selection of nine samples of 800 and 4,000. For samples of 4,000 observations the predictive power for the weighted OVL (left upper panel) is larger than for the first quintile of the $p$-value distribution from $t$-tests (right upper panel). For sample sizes of 800 the fit is worse for both methods and slightly better for the $p$-values (right lower panel) than for the weighted OVL measure (left lower panel).

Figure 5.4: Association between average percentage of bias and weighted average OVL (left panels) and first quintile of $p$-value distribution from $t$-tests (right panels), within 9 random chosen samples of $n = 4,000$ (upper panels) and $n = 800$ (lower panels)
DISCUSSION

In observational studies that use propensity score analysis to estimate the effect of treatment or any exposure, we propose to focus more on the stage of creating the PS model by using a measure for balance, the overlapping coefficient. In the first place this measure for balance can be used to quantify balance in an absolute sense. Second, it can be used to judge whether the balance created on covariates with propensity score modeling was successful and sufficient to continue the analysis and estimate an adjusted treatment effect. Third, due to its inverse association with bias this measure can also be a help for model selection. The weighted average OVL calculated on the set of available covariates show strongest association with bias for larger data sets. For smaller data sets the $p$-values from significance tests and the $c$-statistic have higher predictive power for the bias than the OVL measure.

A disadvantage of the OVL is that it is estimated per covariate and per stratum. For small sample sizes and a large number of covariates this implies a great number of calculations with a small number of observations per stratum which can make the estimated overlap in densities unreliable. This effect will be partly diminished because the focus is on the whole distribution of OVLs. Also when the propensity score is divided in a larger number of strata, although five is common practice, estimation of OVLs becomes less reliable.

We focussed on the use of the OVL in propensity score stratification. When matching on the propensity score is chosen as method to estimate treatment effects, one could similarly estimate OVLs and compare models by using strata before matching takes place. After the matching one could also estimate OVLs on all covariates between both matched sets, but because this does not take into account the dependency of the data, it is not recommended.

We presented the results for a true population treatment effect of $OR_{ty} = 2.0$ and an incidence rate $\pi_y = 0.30$. The results were fairly robust against small changes in these values ($1.5 < OR_{ty} < 3.0$ and $0.10 < \pi_y < 0.40$). In all situations an increasing predictive power for the OVL measures was seen with increasing sample size. Compared to the other methods, the OVL measures performed best with larger data sets.

We summarized the distribution of $p$-values and OVLs over covariates and strata by using different methods: first decile, first quintile and median. Because the first quintile was most predictive, we only gave these figures in Table 5.1.

To know the true treatment effect in simulation studies it is common to first simulate the covariates, then the treatment variable as a function of the covariates (the propensity score model) and finally the outcome variable as a function of treatment and covariates (the outcome model). Our setting on the other hand was less restrictive because we did not need to specify any model for the outcome nor did we specify any propensity score model. Furthermore, specification of the outcome model using logistic regression can lead to a divergence in the type of effect to be estimated$^{19–22}$ with possibly misleading conclusions when comparison with propensity score methods is the main objective.$^{7,23,24}$ Finally, using the true propensity score
model if it were known, is recommended, because a sample-specific propensity score model generates on average less bias than the true propensity score model.\textsuperscript{10,25–27}

We propagate that in studies using propensity score methods, more attention should be paid to creating, measuring and reporting the balance that has been reached by the chosen propensity score model. The use of the overlapping coefficient could be a great help, also as a tool to select a PS model among a variety of possible models.

**APPENDIX A: THE OVL DISTRIBUTION UNDER THE NULL**

Under the null hypothesis that two samples come from populations with similar covariate distributions, we determined the OVL distribution by simulating 1,000 samples with an equal number of observations from both populations. In Table 5.2 the first decile (10\%) of this OVL distribution is given.

<table>
<thead>
<tr>
<th>$n_1 = n_2$</th>
<th>normal $\mu=0, \sigma=1$</th>
<th>chi-square df=2</th>
<th>uniform min=0, max=1</th>
<th>gamma $\lambda=3, \mu=1$</th>
<th>exponential rate=2</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.74</td>
<td>0.70</td>
<td>0.78</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>50</td>
<td>0.82</td>
<td>0.79</td>
<td>0.83</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>100</td>
<td>0.87</td>
<td>0.85</td>
<td>0.88</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>200</td>
<td>0.90</td>
<td>0.89</td>
<td>0.91</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>400</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>800</td>
<td>0.94</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>1,600</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>3,200</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

When the first decile of the OVL distribution calculated on own data is higher than the tabulated value, this indicates that the balance is at least as good as could be expected when both groups are similar. Because the underlying distribution of covariates within strata is usually unknown, it is convenient that the values in Table 5.2 are quite similar among different distributions. Note that in this table the number of observations concern the numbers per treatment group within strata and are assumed to be equal ($n_1 = n_2$). When the number of observations is not the same for both groups, the expected OVLs will be lower. Below eight observations in one of the groups (irrespective of the number of observations in the other group), the left tail of the OVL distribution quickly reaches low values. This can be seen in Figure 5.5 for normal distributions. For instance, in case of similarity of groups with sample sizes of $n_1 = 4$ and $n_2 = 46$ in 10\% of the cases an OVL will be found lower than 0.45. With such a low number of observations estimation of the overlapping coefficient is questionable.
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Figure 5.5: First decile of overlapping coefficient distribution, calculated in 500 simulations with unequal sample sizes in both normal distributions, for \( n_1 + n_2 = 50, 100 \) and 200

**Appendix B: S-Plus Code for Estimating the OVL**

Calculating the OVL involves estimation of two density functions evaluated at the same x-values and then calculating the overlap. The function `ovl` needs two input vectors of observations on the covariate for both groups (`group0` and `group1`). We used the S-Plus built-in function `density` using the normal density rule `bandwidth.nrd`. For calculation of the overlap we used Simpson’s rule on a grid of 101. A plot of the two densities and the overlap is optional (`plot=T`).

```r
# S-Plus Function to calculate the non-parametric overlapping coefficient
# (plus optional figure)
ovl <- function(group0, group1, plot=F){
  w01 <- bandwidth.nrd(group1)
  w00 <- bandwidth.nrd(group0)
  from <- min(group1, group0) - 0.75 * mean(c(w01, w00))
  to <- max(group1, group0) + 0.75 * mean(c(w01, w00))
  d1 <- density(group1, n = 101, width=w01, from=from, to=to)
  d0 <- density(group0, n = 101, width=w00, from=from, to=to)
  dmin <- pmin(d1$y, d0$y)
  ovl <- ((d1$x[(n<-length(d1$x))]-d1$x[1])/(3*(n-1)))*
    (4*sum(dmin[seq(2,n,by=2)])+2*sum(dmin[seq(3,n-1,by=2)])
    +dmin[1]+dmin[n])
  if(plot){
    maxy <- max(d0$y, d1$y)
    # Plot
    plot(d1$x, d1$y, main="First decile of overlapping coefficient distribution",
         xlab="Smallest number of observations in one of the two distributions = min(n1, n2)"
    )
    lines(d0$x, d0$y)
    lines(d1$x, d1$y)
    abline(v=c(from, to), lty=2)
    abline(h=maxy, lty=2)
  }
}
```
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```r
minx <- min(d0$x)
plot(d1, type="l", lty=1, ylim=c(0,maxy), ylab="Density", xlab="")
lines(d0, lty=3)
lines(d1$x, dmin, type="h")
text(minx, maxy, " OVL =")
text(minx+0.085*(max(d1$x)-minx), maxy, round(ovl,3))
```

# Example
treated <- rnorm(100,10,3)
untreated <- rnorm(100,15,5)
ovl(group0=untreated, group1=treated, plot=T)

APPENDIX C: SAS CODE FOR ESTIMATING THE OVL

```sas
%macro OVL(group0, group1);
proc univariate data=&group0 noprint;
var var;
output out=res0 n=n0 mean=mean0 var=var0 min=min0 max=max0 q1=var0_q1 q3=var0_q3;
run;
proc univariate data=&group1 noprint;
var var;
output out=res1 n=n1 mean=mean1 var=var1 min=min1 max=max1 q1=var1_q1 q3=var1_q3;
run;
data res;
merge res0 res1;
brightness0= 4*1.06 * min(sqrt(var0), (var0_q3 - var0_q1)/1.34) * n0**(-1/5);
brightness1= 4*1.06 * min(sqrt(var1), (var1_q3 - var1_q1)/1.34) * n1**(-1/5);
from = min(mean0,min1) - 0.75 * mean(brightness0,brightness1);
to = max(max0,max1) + 0.75 * mean(brightness0,brightness1);
call symput('from',from);
call symput('to',to); run;
proc kde data=&group0 ;
univar var (ngrid=101 gridl=&from gridu=&to) /method=SNR out=dens0; run;
proc kde data=&group1 ;
univar var ( ngrid=101 gridl=&from gridu=&to) /method=SNR out=dens1; run;
data dens;
merge dens0(rename=(var=var0 value=val0 density=dens0 count=n0))
dens1(rename=(var=var1 value=val1 density=dens1 count=n1)); run;
data ovl;
set dens nobs=last;
retain two_sums 0 x_first dens_min_first; keep ovl;
dens_min=min(dens0,dens1);
if _n_>2 AND mod(_n_,2)=0 then two_sums = two_sums + 4 * dens_min;
if _n_>3 AND mod(_n_,2)=0 then two_sums = two_sums + 2 * dens_min;
if _n_=1 then do;
x_first = val0;
dens_min_first = dens_min;
end;
if _n_=last then do;
 ovl = ((val0-x_first)/(3*(n-1)))*(two_sums + dens_min_first + dens_min);
output;
end; run;
proc print data=ovl; run;
%mend OVL;
%OVL(untreated0, treated1);
```
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CHAPTER 5: IMPROVEMENT OF PROPENSITY SCORE METHODS

ABSTRACT

Propensity score methods focus on balancing confounders between groups to estimate an adjusted treatment or exposure effect. However, there is a lack of attention in actually measuring, reporting and using the information on balance, for instance for model selection. We propose to use a measure for balance in propensity score methods and describe three such measures: the overlapping coefficient, the Kolmogorov-Smirnov distance and the Lévy metric.

We performed simulation studies to estimate the association between these measures for balance and the amount of bias. For all three measures we found an inverse relationship with bias increasing with sample sizes. The simulations further suggest that the predictive power for the overlapping coefficient was highest: for samples of 800 observations the average Pearson’s correlation was −0.23, while for 2,000 observations −0.63 was found. Mainly for large samples the overlapping coefficient can be used as a model selection tool because its value is predictive for the amount of bias. The mean squared error for these balancing strategies is quite similar among these methods, for the overlapping coefficient ranging from 0.031 for \( n = 2,000 \) to 0.197 for \( n = 400 \). This is much smaller than when a standard PS model including all covariates is applied (0.076 to 0.302). We conclude that these measures for balance are useful to report the amount of balance reached in any propensity score analysis and can be a help in selecting the final propensity score model.

Keywords: Confounding; Propensity scores; Observational studies; Measures for balance; Overlapping coefficient; Kolmogorov-Smirnov distance; Lévy metric
INTRODUCTION

A commonly used statistical method to assess treatment effects in observational studies, is the method of propensity scores (PS). PS methods focus on creating balance on covariates between treatment groups by first creating a PS model to estimate the conditional probability to be treated given the covariates (the propensity score). In the second step an adjusted treatment effect is estimated, using the propensity score as matching variable, as stratification variable, as continuous covariate or inverse probability weight. In the literature in which PS methods are applied there is a lack of attention to building the PS model. Building such a PS model involves the selection (and transformations) of variables and possibly interactions or higher-order terms to include in the model and a check whether the chosen model creates balance on the important prognostic covariates. Unlike prediction models the selection of variables for a PS model (in which treatment is the dependent variable) is more complex: both the relationship with treatment and outcome has to be taken into account. That means that model-building strategies like stepwise regression are not very useful in deciding whether a certain PS model is acceptable or not. Any stepwise regression method to build the PS model only selects on significance of the relationship with treatment, but this does not use information on the strength of the relationship with outcome. A strong relationship between treatment and covariates is not necessary for having a good PS model. What should be important in PS models is the balance on prognostic covariates that has been reached by using the chosen PS model.

When information on balance is given, this is mostly done by performing significance tests within strata of the covariates to assure that the mean (or proportion) on covariates do not differ significantly between treatment groups. An early method proposed by Rosenbaum & Rubin to check the balance per covariate using the $F$-statistic from analysis of variance (ANOVA) is not often used. More frequently the $c$-statistic (area under the receiver operating curve) is reported, but does not give the information needed: also a low value of the $c$-statistic can indicate good balance on prognostic factors (for instance in a randomized trial). We propose to use an overall weighted measure for balance to report the amount of balance reached and to select the final PS model.

In this paper we describe three measures for balance that can be used in PS methods: the overlapping coefficient (OVL), also known as the proportion of similar responses, the Kolmogorov-Smirnov distance ($D$) and the Lévy metric ($L$). In the next section we will define these measures. In the third section we give the results of a simulation study in which these measures are compared on their relationship with bias and on their ability in correctly estimating the treatment effect compared to a standard PS model.
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THREE MEASURES FOR BALANCE

The objective of PS methods is to create balance on the covariates that confound the relationship between outcome and treatment in observational studies. In randomized experiments this balance implies that the whole distribution of all covariates is ‘on average’ similar between treatment groups, not only the mean of the distribution or other summary measures. Whether or not covariate distributions of treatment groups are similar can best be approached by actually measuring the balance instead of testing whether the means of both distributions are significantly different. Any departure from similarity on prognostic factors could cause a difference in the outcome not caused by treatment. We will discuss three possible measures for balance.

NON-PARAMETRIC OVERLAPPING COEFFICIENT

The overlapping coefficient measures the amount of overlap in two distributions and is an estimate of that part of the distribution that overlaps with the other distribution. To estimate the overlapping coefficient we first need to estimate the density of both distributions. Because it is not reasonable to assume any known theoretical distribution of covariates within subclasses of the propensity score, we will estimate the densities in a non-parametrical way\cite{16,17} by using kernel density estimation.\cite{18,19} This can be seen as an alternative for making a histogram of the

Figure 5.6: Illustration of kernel density estimation in a sample of 7 cholesterol levels (2.5, 5.5, 6, 6.5, 8 and 9) using the normal density function for the kernel and the normal reference rule bandwidth.
data with \( n \) observations. A kernel density is the sum of \( n \) density functions \( K \), located at each observation with a chosen bandwidth \( h \). Increasing the bandwidth will make the density function more smooth. In Figure 5.6 kernel density estimation is illustrated for a small sample of 7 observations, using the normal density function for the kernel and a bandwidth determined by the normal reference rule method.\(^{18}\) When for both treatment groups (\( t = 0 \) is untreated, \( t = 1 \) is treated) the density functions \( \hat{f}(x|t = 0) \) and \( \hat{f}(x|t = 1) \) are estimated, the OVL is the proportion of one density that overlaps with the other. Numerically we calculated this proportion with Simpson’s rule using a 101 grid.\(^{16}\)

\[
\hat{OVL} = \int_{-\infty}^{\infty} \min\{ \hat{f}(x|t = 0), \hat{f}(x|t = 1) \} \, dx \tag{5.4}
\]

The influence on the OVL estimate of choosing other functions for the kernel, like Epanechnikov’s kernel or fourth-order kernel,\(^{20}\) other bandwidth methods or other grids is quite small.\(^{16}\) Note that in case of perfect overlap of both treatment groups in the population, the expectation of the OVL in a sample will be less than 1. The variance of the OVL estimator can best be approximated by bootstrap methods, because even the derived formulas for normal distributions are in general too optimistic.\(^{10}\)

Figure 5.7: Illustration of the overlapping coefficient for cholesterol level in two random samples, treated group drawn from a Gamma distribution (\( n = 50, \mu = 6 \) and \( \lambda = 1 \)) and untreated group from a normal distribution (\( n = 50, \mu = 7 \) and \( \sigma = 1.5 \)), using kernel density estimation.
ted group of 50 observations drawn from a Gamma distribution with $\mu = 6$ and $\lambda = 1$ and an untreated group of 50 observations drawn from a normal distribution with $\mu = 7$ and $\sigma = 1.5$. The OVL is calculated at 0.48. In Appendix A the S-Plus code for the OVL is given.

**KOLMOGOROV-SMIRNOV DISTANCE**

The Kolmogorov-Smirnov distance $D$ can be described as the maximum of all vertical distances between two cumulative distribution functions, expressed as relative frequencies. The minimum distance of 0 will be reached when both distributions are exactly similar. The larger this measure, the less similar distributions are, with a maximum of 1. This distance is also used for the difference between an empirical and a known theoretical distribution. The Kolmogorov-Smirnov distance $D$ between untreated and treated individuals is defined as

$$\hat{D} = \max \left\{ \left| \hat{F}(x|t=0) - \hat{F}(x|t=1) \right| \right\}$$

(5.5)

where $\hat{F}(x|t=0)$ is the estimated cumulative distribution function for untreated individuals and $\hat{F}(x|t=1)$ for treated individuals. An illustration of $D$ as a measure for balance is given in Figure 5.8 for the same data as used for Figure 5.7. In Appendix A the S-Plus code for the Kolmogorov-Smirnov distance is given.

Figure 5.8: Illustration of the Kolmogorov-Smirnov distance $D$ for cholesterol level in two random samples, treated group drawn from a Gamma distribution ($n = 50$, $\mu = 6$ and $\lambda = 1$) and untreated group from a normal distribution ($n = 50$, $\mu = 7$ and $\sigma = 1.5$)
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LÉVY METRIC
The Lévy metric $L$ can be considered as a variant on the Kolmogorov-Smirnov distance that takes into account both horizontal and vertical distances between two cumulative distribution functions. The Lévy metric $L$ is defined as

$$
\hat{L} = \min\{\epsilon > 0 | \hat{F}(x - \epsilon | t = 0) - \epsilon \leq \hat{F}(x | t = 1) \leq \hat{F}(x + \epsilon | t = 0) + \epsilon \text{ for all } x \in \mathbb{R}\}
$$

(5.6)

where $\hat{F}(x|t = 0)$ is the estimated cumulative distribution function for untreated individuals and $\hat{F}(x|t = 1)$ for treated individuals. Intuitively this measure can be understood as follows: if one inscribes squares between the two curves with sides parallel to the coordinate axes, then the side-length of the largest such square is equal to $L$. An illustration of $L$ as a measure for balance is given in Figure 5.9 where the same data have been used as in Figures 5.7 and 5.8. From this figure it becomes clear that this distance measure is sensitive for the unit of measurement of the covariate. When different covariates are involved one should therefore use some kind of standardization of the covariates before these measures can be compared. In Appendix A the S-Plus code for the Lévy metric is given.

Figure 5.9: Illustration of the Lévy metric $L$ for cholesterol level in two random samples, treated group drawn from a Gamma distribution ($n = 50$, $\mu = 6$ and $\lambda = 1$) and untreated group from a normal distribution ($n = 50$, $\mu = 7$ and $\sigma = 1.5$)
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BALANCE MEASURES AS MODEL SELECTION TOOLS

In the first place the described measures for balance can be used to quantify and report the amount of balance reached in any PS analysis, something that is not often done when PS methods are applied.3–5 Because theory on PS states that within strata of the propensity score distributions of covariates tend to be similar,8 insight in the actual balance can be given by reporting this balance per covariate and stratum.

Another way to use the information on balance is when a selection among several PS models has to be made. The best PS model can be defined as the model that estimates a treatment effect as close as possible to the true treatment effect in the population. In practical settings this PS model is unknown and a selection of variables and additional terms (for instance interactions and/or quadratic terms) must be made for choosing the final PS model. Standard variable selection methods like forward or backward regression can not be used for PS models, because first the association between outcome and covariates is not taken into account and second, balance is the final objective of a PS model and not significance. When balance on prognostic covariates in one model is better than in the other, the one with the best balance should be preferred because in theory the estimated treatment effect has been better adjusted for imbalance of covariates.

In the previous paragraph we generally described three measures that quantify either the degree of overlap or the distance between cumulative distribution functions. To use these measures for model selection we calculated these for all covariates within strata of the propensity score, where the strata were based on the quintiles of the PS.8 To get an overall measure for balance for every fitted PS model, we calculated a weighted average of the measures per covariate and stratum, with weights equal to the strength of the association between covariate and the outcome (on the log-odds scale). These weights express the idea that balance on strong prognostic factors is more important in estimating an adjusted treatment effect than on factors that are only weakly related to the outcome. This implies that a high value on the weighted average overlapping coefficient and low values on the weighted average Kolmogorov-Smirnov distance and the Lévy metric indicate good balance on prognostic factors. To find out to what degree this balance is related to bias, we performed a simulation study to compare these measures for balance on their ability to select PS models.

METHODS

For our simulations we used the framework of Austin,21 also extensively described in Austin et al.22,23 First nine normally distributed covariates $x_1 - x_9$ were simulated of which six were related to treatment $t$ according to the following logistic model, including four interactions and
two quadratic terms:

\[
\logit(p_{i,t}) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_4 + \beta_4 x_5 + \beta_5 x_7 + \beta_6 x_8 + \\
\beta_7 x_2 x_4 + \beta_8 x_2 x_7 + \beta_9 x_7 x_8 + \beta_{10} x_4 x_5 + \beta_{11} x_1^2 + \beta_{12} x_7^2 \tag{5.7}
\]

and where treatment was simulated by a Bernoulli distribution with \( \pi = p_{i,t} \). The outcome \( y \) was simulated by the following logistic model, including covariates \( x_1 - x_6 \) and treatment \( t \), including four interactions and two quadratic terms:

\[
\logit(p_{i,y}) = \alpha_0 + \beta_1 t + \alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3 + \alpha_4 x_4 + \alpha_5 x_5 + \alpha_6 x_6 + \\
\alpha_7 x_2 x_4 + \alpha_8 x_3 x_5 + \alpha_9 x_3 x_6 + \alpha_{10} x_4 x_5 + \alpha_{11} x_1^2 + \alpha_{12} x_6^2 \tag{5.8}
\]

Compared to the model of Austin we added four interactions and two quadratic terms to both the treatment model and the outcome model. The dichotomous outcome was generated by a Bernoulli distribution with \( \pi = p_{i,y} \).

From equations 5.7 and 5.8 it can be deduced that:

- the true confounding factors were \( x_1, x_2, x_4, x_5, x_2 x_4, x_4 x_5 \) and \( x_1^2 \),
- the factors only related to treatment were \( x_7, x_8, x_2 x_7, x_7 x_8 \) and \( x_7^2 \),
- the factors only related to outcome were \( x_3, x_6, x_3 x_5, x_3 x_6 \) and \( x_6^2 \).

The strength of the associations was:

- for \( \beta_7, \beta_{10}, \alpha_7, \alpha_{10} \) equal to \( \log(1.2) \),
- for \( \beta_1, \beta_3, \beta_5, \alpha_1, \alpha_2, \alpha_3, \beta_8, \beta_{11}, \alpha_8, \alpha_{11} \) equal to \( \log(1.4) \),
- for \( \beta_9, \beta_{12}, \alpha_9, \alpha_{12} \) equal to \( \log(1.6) \)
- for \( \beta_2, \beta_4, \beta_6, \alpha_4, \alpha_5, \alpha_6 \) equal to \( \log(2.0) \).

To assure that half of the subjects were treated and that an event occurred \( (y = 1) \) for approximately 25\% of the untreated individuals, \( \beta_{0,t} \) was set to \( -0.65 \) and \( \alpha_{0,y} \) to \( -1.8 \).

An important feature of these simulations is that only a conditional effect \( \beta_t \) can be inserted as the true treatment effect, while with PS methods we aim to estimate a marginal treatment effect. For the difference between marginal and conditional treatment effects in logistic regression analysis, we refer to the literature.24–28 Because we wanted to restrict the simulations to a true marginal treatment effect of \( OR_{t,y} = 2.0 \), we had to find the corresponding conditional effect in this setting. We used the iterative process described in Austin21 to calculate the true conditional treatment effect \( \beta_t \) to be equal to 0.8958, which equals an OR of 2.449. For our simulations we varied sample size \( (n = 400, 800, 1, 200, 1, 600 \) and 2, 000).

From the large number of possible PS models we sampled for every simulated data set at random 40 models, calculated the PS, stratified on the PS and calculated for the overlapping coefficient, the Kolmogorov-Smirnov distance and the Lévy metric the weighted average for all
these PS models. After calculating the relative bias as $\hat{OR}_ty/OR_{ty} - 1$, we first used Pearson’s correlation coefficient within simulations to determine the strength of the association between the measure for balance and bias. We also performed an overall analysis on the results, i.e. a linear mixed-effects model (S-Plus function `lme`) with bias as the dependent variable, measure for balance as the fixed effect and simulation number as the random effect (random intercept only). As measure for model improvement we used Akaike’s Information Criterion (AIC).

In the second part we concentrated on the selection of only one PS model, i.e. the model that gave the best balance according to the measure for balance. We used the mean squared error because it directly combines average bias and the spread of the estimator, defined as:

$$\frac{1}{S} \sum_{s=1}^{S} (\hat{OR}_ty - OR_{ty})^2$$ (5.9)

where $S$ is the number of simulations, $\hat{OR}_ty$ the estimated treatment effect and $OR_{ty}$ the true marginal treatment effect which was set in our simulations to 2.0. We compared the mean squared error among the three measures for balance, but also used three other PS models as a reference that include:

1. all covariates that are related to either treatment or outcome ($x_1 \ldots x_8$),
2. all true confounding factors ($x_1, x_2, x_4, x_5$, interactions $x_2x_4, x_4x_5$, quadratic term $x_2^2$),
3. all prognostic factors as given in formula 5.8.

The last two PS models are in practical settings unknown and are used in this simulation only as theoretical models. On the other hand, knowing the true propensity score model is in general not very interesting: including factors that are only related to treatment can be disadvantageous in practice and an estimated propensity score performs better than the true propensity score.\textsuperscript{8,29–32}

**RESULTS**

For all sample sizes the average Pearson’s correlation coefficient between the weighted overlapping coefficient and bias is higher than for the other measures, except for sample sizes of 400 observations for which neither of the measures is rather predictive for the amount of bias (Table 5.3). For example, for a sample size of 1,600 the average correlation for the weighted OVL was $-0.61$, for the weighted Kolmogorov-Smirnov distance $0.40$ and for the weighted Lévy metric $0.46$. As a comparison we used the $c$-statistic, for which much smaller correlations were found (at most $-0.27$). We also checked the correlations for the method proposed by Rosenbaum & Rubin using $F$-statistics from ANOVAs,\textsuperscript{8} which were quite similar as for the $c$-statistic (ranging from $-0.07$ to $-0.23$). Apart from averaging correlations among simulations, we also performed an overall linear mixed-effects model and calculated AICs. We have chosen to present only the results for the correlations because it gave similar results and has a more direct interpretation of association than the AIC.
Table 5.3: Average Pearson’s correlations between bias and various summary measures of balance: weighted average overlapping coefficient, weighted average Kolmogorov-Smirnov distance and weighted average Lévy metric, the $c$-statistic, 200 simulations per sample size

<table>
<thead>
<tr>
<th></th>
<th>overlapping coefficient</th>
<th>Kolmogorov-Smirnov distance</th>
<th>Lévy metric</th>
<th>$c$-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n=400$</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.04</td>
<td>-0.09</td>
</tr>
<tr>
<td>$n=800$</td>
<td>-0.23</td>
<td>0.08</td>
<td>0.10</td>
<td>-0.12</td>
</tr>
<tr>
<td>$n=1,200$</td>
<td>-0.39</td>
<td>0.16</td>
<td>0.20</td>
<td>-0.24</td>
</tr>
<tr>
<td>$n=1,600$</td>
<td>-0.61</td>
<td>0.39</td>
<td>0.43</td>
<td>-0.27</td>
</tr>
<tr>
<td>$n=2,000$</td>
<td>-0.63</td>
<td>0.40</td>
<td>0.46</td>
<td>-0.24</td>
</tr>
</tbody>
</table>

In Table 5.4 the results are given when these measures for balance are used to select the model that has best balance according to that measure (columns 1-3). For the overlapping coefficient the mean squared error is 0.031 when the number of observations is 2,000 and 0.197 for a sample size of 400. The differences between the other two measures for balance are quite small. When we compare the results of the fixed model strategy of including all covariates, either related to outcome or treatment (column 4) with the OVL measure, the mean squared error is considerably larger, ranging from 0.076 to 0.302. This PS model is commonly chosen when PS methods are adopted in practice. The model that contains all confounding factors (column 5) has a slightly higher mean squared error (around 20%) than for the OVL measure, while for the fixed model strategy containing all prognostic factors (column 6) is comparable to the OVL measure. The conclusion is that the measures for balance have lower mean squared error than a commonly used PS model and are slightly less or comparable to models that contain the true factors. Because the true confounding and true prognostic factors are usually unknown in practice, it means that these methods are capable of selecting PS models that are at least as good as when the true confounding and true prognostic factors were known.

Table 5.4: Mean squared error of different methods: weighted average overlapping coefficient, weighted average Kolmogorov-Smirnov distance, weighted average Lévy metric, covariates $x_1$ to $x_8$, all confounding factors, all prognostic factors, 200 simulations per sample size

<table>
<thead>
<tr>
<th></th>
<th>overlapping coefficient</th>
<th>Kolmogorov-Smirnov distance</th>
<th>Lévy metric</th>
<th>covariates $x_1$ to $x_8$</th>
<th>confounding factors</th>
<th>prognostic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n=400$</td>
<td>0.197</td>
<td>0.200</td>
<td>0.228</td>
<td>0.302</td>
<td>0.208</td>
<td>0.187</td>
</tr>
<tr>
<td>$n=800$</td>
<td>0.076</td>
<td>0.085</td>
<td>0.083</td>
<td>0.161</td>
<td>0.103</td>
<td>0.089</td>
</tr>
<tr>
<td>$n=1,200$</td>
<td>0.047</td>
<td>0.061</td>
<td>0.058</td>
<td>0.119</td>
<td>0.065</td>
<td>0.057</td>
</tr>
<tr>
<td>$n=1,600$</td>
<td>0.035</td>
<td>0.038</td>
<td>0.038</td>
<td>0.094</td>
<td>0.051</td>
<td>0.045</td>
</tr>
<tr>
<td>$n=2,000$</td>
<td>0.031</td>
<td>0.035</td>
<td>0.034</td>
<td>0.076</td>
<td>0.036</td>
<td>0.032</td>
</tr>
</tbody>
</table>

When the PS model has been chosen by the $c$-statistic or the $F$-statistic approach the mean squared error was approximately 30% larger (ranging from 0.05 to 0.25).

Another frequently adopted approach to adjust for confounding that is not based on PS
modeling is a multivariable logistic regression analysis. For a model that included treatment and all prognostic factors, the mean squared error ranged from 0.099 for \( n = 2,000 \) to 0.470 for \( n = 400 \), which is considerably larger than when PS methods are applied. This should be no surprise, because with logistic regression analysis the conditional treatment effect \((\exp(\beta_t) = 2.449)\) is estimated, which is in general not the effect of interest and an overestimation of the marginal treatment effect.\(^{24-28}\)

**DISCUSSION**

In observational studies that use propensity score analysis to estimate the effect of treatment or any exposure, we propose to focus more on the stage of creating the PS model by directly quantifying the amount of balance. Examples of such measures are the overlapping coefficient, the Kolmogorov-Smirnov distance and the Lévy metric. These measures can be used to report the amount of balance and can be useful for selecting the final PS model. For all three measures we showed an inverse association with bias, which was strongest for the weighted average overlapping coefficient. This association was stronger for larger than for smaller samples, for the overlapping coefficient \( R = -0.06 \) for \( n=400 \) and \( R = -0.63 \) for \( n = 2,000 \). Selecting the PS model with the overlapping coefficient seems to be most effective, because the mean squared error for this method was in general smallest (ranging from 0.031 to 0.197).

The differences with the Kolmogorov-Smirnov distance and the Lévy metric were only minor. The PS model that contained all covariates had a considerably larger mean squared error, while the PS model that contained all true, but usually unknown, confounding factors had somewhat larger mean squared error.

The use of these measures should not replace the common sense of epidemiologists who should select, observe and measure those covariates that are potentially confounding factors. When faced with a choice of functional form or possible interactions, it can be worthwhile to use one of these measures to select the final PS model in order to have best balance and probably least bias.

Some remarks can be made about the choice among the three presented measures. First, it seems that the Lévy metric and the Kolmogorov-Smirnov distance give quite similar results, which makes the latter to be preferred because no standardization is needed. The choice between the overlapping coefficient and the Kolmogorov-Smirnov distance is more difficult to make. The overlapping coefficient has a clearer interpretation and performed best in these simulations. On the other hand, for its calculation a bandwidth and a kernel has to be chosen which may influence the estimated value.

A disadvantage of the proposed methods is that these measures must be estimated per covariate and per stratum. For small sample sizes and a large number of covariates this implies a great number of calculations with a small number of observations per stratum which can make the estimated overlap in densities unreliable. Previously we showed that estimation of
the overlapping coefficient is not valid when there are less than 8 observations in one of the distributions.\textsuperscript{34}

We focused on the use of the OVL in propensity score stratification. When matching on the propensity score is chosen as method to estimate treatment effects, one could similarly calculate OVLs and compare models by using strata before matching takes place. After the matching one could also calculate OVLs on all covariates between both matched sets, but because this does not take into account the dependency of the data, it is not recommended.

We propagate that in studies using propensity score methods, more attention should be paid to creating, measuring and reporting the balance that has been reached by the chosen propensity score model. The use of the overlapping coefficient and the Kolmogorov-Smirnov distance could be a great help, also as a tool to select a PS model among a variety of possible models.
APPENDIX A: S-PLUS CODE FOR OVERLAPPING COEFFICIENT, KOLMOGOROV-SMIROV DISTANCE AND LÉVY METRIC

OVERLAPPING COEFFICIENT
Calculating the OVL involves estimation of two density functions evaluated at the same x-values and then calculating the overlap. The function ovl needs two input vectors of observations on the covariate for both groups (group0 and group1). We used the S-Plus built-in function density using the normal density rule bandwidth.nrd. For calculation of the overlap we used Simpsons rule on a grid of 101. A plot of the two densities and the overlap is optional (plot=T).

```splus
# S-Plus Function to calculate the non-parametric overlapping coefficient
# (plus optional figure)
ovl <- function(group0, group1, plot=F){
  wd1 <- bandwidth.nrd(group1)
  wd0 <- bandwidth.nrd(group0)
  from <- min(group1,group0) - 0.75 * mean(c(wd1,wd0))
  to <- max(group1,group0) + 0.75 * mean(c(wd1,wd0))
  d1 <- density(group1, n = 101, width=wd1, from=from, to=to)
  d0 <- density(group0, n = 101, width=wd0, from=from, to=to)
  dmin <- pmin(d1$y,d0$y)
  ovl <- ((d1$x[(n<-length(d1$x))]-d1$x[1])/(3 *(n-1)))*
        (4*sum(dmin[seq(2,n,by=2)])+2*sum(dmin[seq(3,n-1,by=2)])
        +dmin[1]+dmin[n])
  if(plot){
    maxy <- max(d0$y, d1$y)
    minx <- min(d0$x)
    plot(d1, type="l", lty=1, ylim=c(0,maxy), ylab="Density",xlab="")
    lines(d0, lty=3)
    lines(d1$x, dmin, type="h")
    text(minx, maxy, " OVL =")
    text(minx+0.085*(max(d1$x)-minx), maxy, round(ovl,3))
  }
  round(ovl,3)
}

# Example
 treated <- rnorm(100,10,3)
 untreated <- rnorm(100,15,5)
 ovl(group0=untreated, group1=treated, plot=T)
```
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KOLMOGOROV-SMIRNOV DISTANCE

Within S-Plus the Kolmogorov-Smirnov distance can be simply extracted from the object generated by the function `ks.gof` by `ks.gof(group0, group1)$stat`. A function that optionally plots the two cumulative densities is given below (`plot=T`).

```r
# S-Plus function to calculate the Kolmogorov-Smirnov distance using # function 'ks2' from within function 'ks.gof' (plus optional figure)
ksdist <- function(group0, group1, plot=F){
  n0 <- length(group0)
  n1 <- length(group1)
  total <- sort(unique(c(group0, group1)))
  ma0 <- match(group0, total)
  ma1 <- match(group1, total)
  F0 <- cumsum(tabulate(ma0, length(total)))/n0
  F1 <- cumsum(tabulate(ma1, length(total)))/n1
  diff <- abs(F0-F1)
  ks <- max(diff)
  if(plot){
    x.ks <- order(ks-diff)[1]
    plot(F1, type="1", lty=1, ylab="Cumulative density", xlab="")
    lines(F0, lty=3)
    lines(c(x.ks, x.ks), c(F0[x.ks], F1[x.ks]), lty=2)
    text(0.08*(n0+n1), 1, "K-S distance =")
    text(0.20*(n0+n1), 1, ks)
  }
  ks
}
```

# Example
treated <- rnorm(100,10,3)
untreated <- rnorm(100,15,5)
ksdist(group0=untreated, group1=treated, plot=T)
```
LÉVY METRIC

The Lévy metric can be calculated using the next two functions \texttt{mecdf} and \texttt{Levy}.

```r
# S-Plus functions to calculate the L'evy metric
mecdf <- function(group0, group1) {
  n0 <- length(group0)
  n1 <- length(group1)
  total <- sort(unique(c(group0, group1)))
  ma0 <- match(group0, total)
  ma1 <- match(group1, total)
  F0 <- cumsum(tabulate(ma0, length(total)))/n0
  F1 <- cumsum(tabulate(ma1, length(total)))/n1
  min <- min(F1-F0)
  max <- max(F1-F0)
  m <- c(min, max)
  return(m)
}
Levy <- function(u, v){
  f <- function(s, u, v){
    t <- mecdf(u, v-s)+s
    return(t[1])
  }
  g <- function(s, u, v){
    t <- mecdf(u, v+s)-s
    return(t[2])
  }
  a <- min(c(u, v))
  b <- max(c(u, v))
  c <- b-a
  z1 <- uniroot(f, low=-c, up=c, tol=0.00000001, u=u, v=v)
  z2 <- uniroot(g, low=-c, up=c, tol=0.00000001, u=u, v=v)
  z <- max(z1$root, z2$root)
  return(z)
}
# Example
treated <- rnorm(100, 10, 3)
untreated <- rnorm(100, 15, 5)
# mecdf(untreated, treated)
Levy(group0=untreated, group1=treated)
```

---
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